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13.7. Summary: If $\bar{X}$ is the sample mean of a random sample of size $n$ from a normal population with known variance $\sigma^{2}$, a $100(1-\alpha) \%$ CI on $\mu$ is given by

$$
\bar{X} \pm z_{\alpha / 2} \frac{\sigma}{\sqrt{n}} \quad \Omega \text { Like }
$$

where $z_{\alpha / 2}$ is the upper $100 \alpha / 2$ percentage point of the standard normal distribution.

$$
\text { For } 95 \% \text { CI on } \mu, \quad z_{\alpha / 2}=1.96
$$

Example 13.8. From past experience, the population standard deviation of rod diameters produced by a machine has been found to be $\sigma=0.053$ inches. For a simple random sample of $n=30 \rightarrow$ Con arp rods, the average diameter is found to be $\bar{x}=1.400$ inches. What CLT is the $95 \%$ confidence interval for the population mean, $\mu$ ? to assume $\bar{x} \pm z_{\alpha / 2} \frac{b}{\sqrt{n}}=1.4 \pm 1.96 \times \frac{0.053}{\sqrt{30}} \Rightarrow \begin{aligned} & \text { between } \\ & 1.381 \text { and } 1.419 \\ & \text { inches. }\end{aligned}$ $\bar{x} \sim \mathcal{N}$
13.9. Confidence Level and Precision of Estimation: The length of the $100(1-\alpha) \%$ confidence interval is

$$
2 \times z_{\alpha / 2} \frac{\sigma}{\sqrt{n}} .
$$

Generally, for a fixed sample size $n$ and standard deviation $\sigma$, the higher the confidence level, the longer the resulting CI.


Figure 21: Construction of the $95 \%$ confidence interval
The length of a confidence interval is a measure of the precision of estimation. Observe that precision is inversely related to the confidence level. It is desirable to obtain a confidence interval that is short enough for decision-making purposes and that also has adequate confidence. One way to achieve this is by choosing the sample size $n$ to be large enough to give a CI of specified length or precision with prescribed confidence.

### 13.2 Confidence Interval on the Mean of a Normal Distribution, Variance Unknown

It is rare that we know the standard deviation of a population but have no knowledge about its mean. For this reason, the techniques of the previous section are much less likely to be used in practice than those discussed here. assume this if not explicitly stated.

In this subsection, ye assume that $X_{1}, X_{2}, \ldots, X_{n}$ is a random sample from a normal distribution with unknown mean $\mu$ and unknown variance $\sigma^{2}$. (Population is normally distributed.)

Let $\bar{X}$ and $S^{2}$ be the sample mean and variance, respectively.

$$
\frac{1}{n-1} \sum_{i=1}^{n}\left(x_{i}-\bar{x}\right)^{2} 153
$$

$\bar{x} \sim\left(s, \mu, \Delta_{n}^{2}\right)$
13.10. We wish to construct a CI on $\mu$. Recall that if the variance $\sigma^{2}$ is known, we know that

$$
Z=\frac{\bar{X}-\mu}{\sigma} \sqrt{n} \quad \sim \mathcal{N}(0,1)
$$

has a standard normal distribution. When $\sigma$ is unknown, a logical procedure is to replace $\sigma$ with the sample standard deviation $S$. The random variable $Z$ now becomes

$$
T=\frac{\bar{X}-\mu}{(S) \sqrt{n}} \quad \sim \mathrm{t} \text { distribution with } \quad \begin{array}{r}
\text { degree of freedom }=n-1
\end{array}
$$

13.11. Question: What effect does replacing $\sigma$ by $S$ have on the distribution of the random variable $T$ ?
(a) If $n$ is large, the answer to this question is "very little"; that is, the distribution of $T$ will be approximately standard normal.

- In which case, we can proceed to use the confidence interval based on the normal distribution from the previous subsection.
(b) If $n$ is small, it is better to consider the actual distribution of $T$ which is discussed below.

Theorem 13.12. The random variable

$$
T=\frac{\bar{X}-\mu}{S / \sqrt{n}} .
$$

has a $t$ distribution with $n-1$ degrees of freedom ${ }^{222}$.

[^0]Definition 13.13. The Student's $t$ distribution ${ }^{233}$ or simply the $t$ distribution is a family of continuous, unimodal, bell-shaped distributions. It has the following properties


Figure 22: Student's $t$-Distributions ( $\rho d f$ )
(a) The expected value is 0
(b) The pdf is symmetric about the mean.
(c) Shape of the pdf is determined by what is called the number of degrees of freedom (df).
(d) The pdf approaches the standard normal distribution as the number of degrees of freedom increases.
(e) The variance is given by $\frac{d f}{d f-2}>1$ for $d f>2$. So, the variance is greater than 1, but as the degrees of freedom increase, the variance approaches 1 .
(f) The pdf isless peaked (flatter) at the mean and thicker at the tails than is the normal distribution.
13.14. As the number of degrees of freedom $k \rightarrow \infty$, the limiting form of the $t$ distribution is the standard normal distribution.

Definition 13.15. The $t$-Distribution Table: A table for $t$ values that correspond to selected areas beneath the $t$ distribution is shown in Figure 23.

[^1]For $\Phi$ table, use the whole table (s) to give $\Phi(z)$ for many values

$$
\begin{gathered}
\uparrow \\
p[z \leqslant z]
\end{gathered}
$$

$z$.

For $t$ table, use a row to give info. about $P[T>t]$ for a particular of.


This table gives the value of $t$ such that

$$
P[T>t]=a
$$

Table V Percentage Points $t_{\alpha, \nu}$ of the $t$ Distribution
$d \mathcal{F}=\boldsymbol{\sim}$
$v=$ degrees of freedom.

Figure 23: The Student's t distribution table

In general, it is used in the same way as the standard normal table, but there are two exceptions:
(a) the areas provided are for the right tail only
(b) it is necessary to refer to the appropriate degrees of freedom (df) row in finding the appropriate $t$ value.

$$
d f=14
$$

Example 13.16. For a sample size of $n=15$, what $t$ values would correspond to an area centered at $t=0$ and having an area beneath the curve of $95 \%$ ?
Excel:


$$
\begin{aligned}
& t=2.145 . \quad \operatorname{tinv}(0.05,14) \\
& \\
& \quad=2.144787
\end{aligned}
$$

13.17. Confidence intervals using the $t$ distribution:

Aside from the use of the $t$ distribution, the basic procedure for estimating confidence intervals is similar to that of the previous subsection. The appropriate $t$ value is used instead of $z$, and $s$ replaces $\sigma$.

where $t_{\alpha / 2, n-1}$ is the upper $100 \alpha / 2$ percentage point of the $t$ distribution with $n-1$ degree of freedom.

$$
n=20 \Rightarrow d f=20-1=19
$$

Example 13.18. A random sample of 20 weights is taken from babies born at Northside Hospital. A mean of 6.87 lb and a standard deviation of ${ }^{\wedge} 1.76 \mathrm{lb}$ were found for the sample. Estimate, with $95 \%$ confidence, the mean weight of all babies born in this huspital. Based on past information, it is assumed that weights of newborns are normally distributed.


$$
\text { Excel: } \operatorname{tinv}(0.05,19)=2.093024
$$

## 14 Tests of Hypotheses

We have seen how a parameter (e.g., the mean $\mu$ ) of a population can be estimated from sample data, using either a point estimate or an interval of likely values called a confidence interval.

However, many problems in engineering require that we decide which of two competing claim or statements about some parameter is true. The statements are called hypotheses, and the decisionmaking procedure is called hypothesis testing.

Definition 14.1. A statistical hypothesis is a statement about the parameters of one or more populations.

- It is important to remember that hypotheses are not statements about the sample.

Definition 14.2. Null hypothesis ( $H_{0}$ ) vs. alternative hypothesis ( $H_{1}$ )
$H_{0}: \mu=50$
$H_{0}: \mu=50$
$H_{0}: \mu=50$
$H_{1}: \mu \neq 50 \quad H_{1}: \mu>50 \quad H_{1}: \mu<50$

- For us, the null hypothesis will always be stated so that it specifies an exact value of the parameter.
14.3. The value of the population parameter specified in the null hypothesis is usually determined in one of three ways.
(a) It may result from past experience or knowledge of the process, or even from previous tests or experiments.
- The objective of hypothesis testing, then, is usually to determine whether the parameter value has changed.
(b) It may be determined from some theory or model regarding the process under study.
- The objective of hypothesis testing, then, is to verify the theory or model.
(c) A third situation arises when the value of the population parameter results from external considerations, such as design or engineering specifications, or from contractual obligations.
- In this situation, the usual objective of hypothesis testing is conformance testing.

Definition 14.4. A procedure leading to a decision about a particular hypothesis is called a test of a hypothesis.
(a) Rely on using the information in a random sample from the population of interest.
(b) Decision:

- If the information is consistent with the hypothesis, we will not reject the hypothesis
- If the information is inconsistent with the hypothesis, we will conclude that the hypothesis is false.
(c) The truth or falsity of a particular hypothesis can never be known with certainty, unless we can examine the entire population.

Testing the hypothesis involves taking a random sample, computing a test statistic from the sample data, and then using the test statistic to make a decision about the null hypothesis.
Example 14.5. Suppose we wish to test

$$
\begin{aligned}
& H_{0}: \mu=50 \\
& H_{1}: \mu \neq 50
\end{aligned}
$$

It is customary to state conclusions relative to the null hypothesis Decision criteria/rule

$H_{0}$. Therefore, we reject $H_{0}$ in favor of $H_{1}$ if the test statistic falls in the critical region, and fail to reject $H_{0}$ otherwise.

Definition 14.6. This decision procedure can lead to either of two wrong conclusions.
(a) Type I error: Rejecting $H_{0}$ when it is true.

- The probability of making a type I error is denoted by the Greek letter $\alpha$. Sometimes the type I error probability is called the significance level, or the $\alpha$-error, or the size of the test.
(b) Type II error: Failing to reject $H_{0}$ when it is false.
- The probability of making a type I error is denoted by the Greek letter $\beta$. Sometimes the type II error probability is called the $\beta$-error.
14.7. In testing any statistical hypothesis, four different situations

14.8. The size of the critical region, and consequently the probability of a type I error $\alpha$, can be controlled by appropriate selection of the critical values.

Question: what value should be used?
Answer: the value of $\alpha$ should be chosen to reflect the consequences (economic, social, etc.) of incorrectly rejecting the null hypothesis. Smaller values of $\alpha$ would reflect more serious consequences and larger values of $\alpha$ would be consistent with less severe consequences. This is often hard to do, and what has evolved in much of scientific and engineering practice is to use the value $\alpha=0.05$ in most situations,


[^0]:    ${ }^{22}$ The term degrees of freedom refers to the number of values that remain free to vary once some information about them is already known. For example, if four items have a mean of 10.0 , and three of these items are known to have values of 8,12 , and 7 , there is no choice but for the fourth item to have a value of 13 . In effect, one degree of freedom has been lost.

    The number of degrees of freedom associated with $S^{2}$ is the divisor $(n-1)$ used to calculate the sample variance $S^{2}$; that is, $d f=n-1$. The sample variance is the mean of the squared deviations. The number of degrees of freedom is the "number of unrelated deviations" available for use in estimating $\sigma^{2}$. Observe that the sum of the deviations, $\sum_{i}\left(X_{i}-\bar{X}\right)$, must be zero. From a sample of size $n$, only the first of these deviations has freedom of value. That is, the last, or $n$ th, value must make the sum of the $n$ deviations total exactly zero. As a result, variance is said to average $n-1$ unrelated squared deviation values, and this number, $n-1$, was named "degrees of freedom."

[^1]:    ${ }^{23}$ It was developed in the early 1900 s by W. S. Gossett, who used the pen name "Student" because his company did not permit employees to publish their research results.

